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ABSTRACT
The research and development of artificial intelligence (AI) technologies involve choices that 
extend well beyond the search for narrow engineering solutions to problems. The label ‘construc-
tivism’ is used to capture this larger realm of social choice. Drawing on the history of AI, a distinction 
is made between limited artificial narrow intelligence (ANI) and artificial general intelligence (AGI). 
Both forms, the paper argues, carry risks. Following this history, the paper outlines how different 
approaches to rationality have led to different ‘tribes’ of AI. No universal model of rationality is 
available to AI engineers. Choice is everywhere. The paper then moves to an exploration of the 
links between AI and chess. It argues that chess, far from being an objective measure of rationality 
and intelligence, reveals the subjective biases and risks involved in the pursuit of AI. The paper 
moves on to provides examples of various unstable and potentially dangerous race heats taking 
place in AI, including those among various AI research groups (public and private), among corpora-
tions and among states. The final section draws together the various risks of AI.

Introduction

Over the last few years, several prominent science and technology commentators starting with 
Stephen Hawking and Elon Musk (Holley, 2016; D’Orazio, 2014), together with some experts in 
the field, such as Stuart Russell (Bohannon, 2015), have argued that artificial intelligence (AI) is a 
technological development of transformational capacity, classifying it as ‘high-risk’ – alongside 
nuclear technology. This paper focuses on the constructivist possibilities of AI and its risks.

Risk itself is a fluid and contested concept, viewed by some as an objective given arising 
out of physical facts (Krebs, 2011) and by others as a subjective given grounded in social construc-
tion (Wynne, 1992); following Hansson (2010), this paper starts from the position that it is a 
complex amalgam of both. AI is clearly something different from any philosophical notion of ‘nat-
ural kind’ (Ellis, 2001; Bird, 2010). The words ‘artificial’ and ‘intelligence’ are not merely fuzzy 
but are signifiers of things that are heavily the product of choices involving both theory and values. 
The label ‘constructivism’ is used here to capture the idea that engineering choices in AI are deeply 
bounded by, and infused with, theories – theories of intelligence, of thinking, of rationality, of 
human nature and ultimately of the human in nature. Indeed, whether always explicitly recognised 
as such, it is the very potential of such constructivism in AI that has seen growing calls, including 
calls from some working in the field, for urgent research not only into technical aspects of AI safety 
and machine ethics, but also into the social and economic impacts of AI (Russell et al., 2015).

A further complication is that, despite the pervasiveness of the AI tag and associated memes, 
there is no single understanding of AI, there is no unified approach to AI technology, there is no one 
way to design or build AI systems. Instead, at least for the present, there is something more akin to 
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a jungle ecosystem in which various techniques and technologies (relabelled as AI) play various 
roles in various fields of application analogous to ecological niches.

The four sections of this paper examine the history and development of AI; the creeping 
dominance of a rational agent approach to AI; the use of the game of chess (a construct) to measure 
the progress of AI; and the use of AI in familiar social and economic races, such as those among 
companies or among nations. The upshot is that AI’s constructivism is shown to be pervasive. 
Further and crucially, it transpires that many of the risks of this constructivism turn out to be famil-
iar because they reproduce what we have always done.

A brief history of AI

Although work on various mechanisms imitating humans goes back at least two millennia (Nilsson, 
2010), it was developments in electronics before and during World War II that allowed for effective 
laboratory experimentation: in 1943, Warren McCulloch and Walter Pitts constructed an electronic 
‘neural element’ to provide a simple simulation of a human neural cell (McCulloch and Pitts, 1943). 
In 1948, Donald Hebb discovered the electrical networking mechanism that allowed human neu-
rons to engage in associative learning, something that was later transferred into hardware (Hebb, 
1949; Rosenblatt, 1958. Meanwhile in Britain, Alan Turing wrote about the possibility of develop-
ing machine intelligence through computational means, including his now-famous ‘Turing test’ 
paper of 1950 (Turing, 1950).

From an Anglophone perspective, one significant point in time was August 1955 when a 
young US researcher called John McCarthy put forward a proposal for funding a ten- person, two-
month workshop-based study of what he called ‘artificial intelligence’, the first use of the term:

The study is to proceed on the basis of the conjecture that every aspect of learning or any other 
feature of intelligence can in principle be so precisely described that a machine can be made to 
simulate it. An attempt will be made to find how to make machines use language, form abstractions 
and concepts, solve kinds of problems now reserved for humans, and improve themselves. (McCarthy 
et al., 1955)

Funding was granted and the Dartmouth College summer research project on artificial intelligence 
went ahead in 1956. Now better known as the Dartmouth conference, leading first-wave US-based 
researchers, such as Marvin Minsky, Claude Shannon, Ray Solomonoff, Arthur Samuel, Herbert 
Simon and Allen Newell, all attended, laying the foundations for the modern discipline. Parallel but 
largely separate developments also occurred behind the Iron Curtain under the rubric of Soviet 
cybernetics (Golubev, 2014.

Following fair progress in the 1950s and 1960s, at least in the West, AI entered a cycle of 
boom and bust, the bust periods being the first two so-called ‘AI winters’ (Crevier, 1993). The first 
AI winter of 1974 to 1980 was triggered by the funding cuts of the defense advanced research pro-
jects agency (DARPA) in the US and the Lighthill report to the UK government recommending 
funding withdrawal. The situation stabilised briefly before the second AI winter of 1987 to 1993, 
triggered by the termination of the US strategic computing initiative, the collapse of the Japanese 
fifth generation computer initiative funded by the Japanese ministry of trade and industry (MITI) 
and the commercial failure of expert systems of that time. Accordingly, from the mid-1990s, most 
researchers focused on more specific areas of research, such as speech recognition, natural language 
processing and visual pattern recognition.

Importantly, this narrowing of focus led to what is now called ‘artificial narrow intelli-
gence’ (ANI), systems with limited capacity in a specific domain of activity. In its ANI guise, AI 
has been with us since at least the turn of the millennium, and is now at work in our smartphones, 
our home automation devices and so on. However, ANI is constantly becoming more sophisticated 
in that both its capacities and domains are broadening, including recombination with robotics. An 
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example of this is the interaction and use of multiple sensor inputs and control systems in autono-
mous vehicle systems (Sjafrie, 2019).

Fruitful progress with ANI has still left open the question of whether artificial general intel-
ligence (AGI), a system with human or greater competence across human or greater domains, was 
achievable. One key problem was defining and benchmarking what intelligence in relation to AGI 
actually was. John McCarthy spelt out the problem:

Q. What is artificial intelligence?

A. It is the science and engineering of making intelligent machines, especially intelligent computer 
programs. It is related to the similar task of using computers to understand human intelligence, but 
AI does not have to confine itself to methods that are biologically observable.

Q. Yes, but what is intelligence?

A. Intelligence is the computational part of the ability to achieve goals in the world. Varying kinds 
and degrees of intelligence occur in people, many animals and some machines.

Q. Isn’t there a solid definition of intelligence that doesn’t depend on relating it to human intelligence?

A. Not yet. The problem is that we cannot yet characterise in general what kinds of computational 
procedures we want to call intelligent. We understand some of the mechanisms of intelligence and 
not others. (McCarthy, 2007)

However, shortly after McCarthy wrote this, two significant events occurred. First, what was now 
the AGI research community felt that sufficient progress had been made to initiate a series of 
global conferences, the first one held at the University of Memphis in 2008 (de Garis and Goertzel, 
2009). Second, Marcus Hutter (now of the Australian National University) and Shane Legg (now 
of Google DeepMind) sought to define intelligence in formal mathematical terms for the first time; 
from their ground-breaking mathematical formalisation, known as AIXI, an informal Legg-Hutter 
definition emerged:

Intelligence is the measure of an agent’s ability to achieve goals in complex environments. (Legg 
and Hutter, 2007)

It is important to emphasise here that this definition does not seek to cover all of what might typi-
cally be regarded as intelligence in humans. This is because the main focus of AI research is usually 
on modelling certain aspects of human rationality rather than on the full spread of human cognition, 
much less mental and related activity, such as emotions (Simon, 1967). Although some might argue 
with the Legg-Hutter definition, it is nevertheless a significant point of reference because, being 
increasingly adopted (whether on purpose or by default) within AI R&D, it influences what is 
designed and built.

At this point, it should be emphasised that, although ANI is becoming more sophisticated, 
it does not automatically follow that AGI will ever be achieved; indeed, surveys of AI experts over 
the last few years (Barrat, 2013; Müller and Bostrom, 2014; Azulay, 2019) find that at least 10% of 
those responding thinking that it was unlikely that AGI would ever be achieved, with the possibility 
of many more ‘naysayers’ not responding (Fjelland, 2020). The majority opinion from the surveys 
is that:

1)	 ANI technology will continue to improve and the rate of technological improvement will 
accelerate;

2)	 at least some elements of ANI technology will both broaden out and scale up, indirectly 
contributing to moves towards AGI;
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3)	 from whatever foundations it comes, there will be further developments and improvements 
to the point where AGI is eventually achievable; and

4)	 AGI is more likely than not to be achieved by 2060, and perhaps as early as the 2020s.

Noting the many subsets of each and even hybrids, there are three general foundational 
approaches to building AI – symbolic-computational, connectional and neuromimetic. The symbolic-
computational approach – what used to be called ‘good old fashioned AI’ (GOFAI) – typically 
looks past the human brain, seeking via algorithmic means to model and implement a rational agent, 
a counterpart to the rational actor in the economic and corresponding legal theory literature 
(Finkelstein, 2004). The agent will typically be performing something like expected utility maximi-
sation or satisficing in the human context (see Schwartz et al., 2002). However, for the agent to 
learn from its environment and seek to achieve goals in it, a sophisticated cycle of observation, 
learning, prediction, planning, decision, action and reward are required. In AI systems more explic-
itly based on AIXI research, implementing this cycle involves mathematical formalisations based 
on Ockham’s razor (Grunwald, 2007), Epicurus’ principle (Hutter, 2009) and Kolmogorov com-
plexity (Li and Vitanyi, 2014).

Next, the connectional approach; this takes inspiration from the human brain in the shape 
of artificial neurons connecting in artificial neural networks. Since Hebbs and McCullough’s early 
experiments, the sophistication of artificial neural network design has expanded considerably 
(Hagan et al., 2014). In recent years, there has been particular emphasis on so-called ‘deep learn-
ing’. In a deep learning neural network, raw data in datasets are transformed through layers of 
artificial neurons into representations which the network can then learn from, often semi-supervised 
or even unsupervised (Schmidhuber, 2015).

Finally, the neuromimetic approach; sometimes treated as a subset of the connectional 
approach, looks at the human brain directly and attempts to copy parts or the whole of it, including 
whole brain simulation. Although intended for medical experiments rather than an AI system, the 
blue brain project, headed by Henry Markram at the École polytechnique fédérale de Lausanne 
(EPFL), sought to produce a fully functioning simulation of a human brain down to the molecular 
level by 2023. After being absorbed by the much larger human brain project, Markram’s work pro-
gram became bogged down in scientific, political and funding controversies (Yong, 2019). Despite 
this, technical progress was made in a number of areas (Markram et al., 2015).

Translating philosophies of mind into AI: assumptions underlying approaches

When stripped of its detailed mathematics and logic, AI involves the translation of philosophies of mind 
– here in the broadest sense including the underlying hardware of the brain – into science and engineer-
ing (Mandik, 2013). Whether or not always recognised by AI practitioners, this exercise in translation 
is confronted by different philosophical assumptions about mind and the limitations of these assump-
tions. Consider, in this context, the work of a quartet of Nobel laureates: Becker, Hayek, Simon and 
Kahneman. Their peculiar relevance lies in mapping their spectrum of views to the choice of AI research 
approaches noted by Norvig and Russell (2020): acting humanly (the Turing test approach), thinking 
humanly (the cognitive modelling approach), thinking rationally (the laws of thought approach) and 
acting rationally (the rational agent approach). Tersely put, the exploration of economic rationality 
reveals differences of approach and conception. A global model remains elusive.

Norvig and Russell point out that, although all four research approaches have been visible 
in AI research, the dominant approach is now the rational agent approach; this is characterised by 
focus on external measurables against an idealised performance measure (rationality). The rational 
agent approach has become preferred because there are more avenues to rationality than correct 
inference under the laws of thought approach and it is “more amenable to scientific development 
than are approaches based on human behaviour or human thought” (Norvig and Russell, 2020, p.4). 
Thus, the resulting rational agent:
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[will] operate autonomously, perceive [its] environment, persist over a prolonged time period, adapt 
to change, and create and pursue goals . . . [it] acts so as to achieve the best outcome or, when there 
is uncertainty, the best expected outcome. (Norvig and Russell, 2020, p.5)

The rational agent approach directly links to rational choice theory (RCT) in economics and the 
economic approach to human behaviour in sociology (Becker, 1976). At its base, RCT posits that, 
at least at the behavioural level, individuals act to maximize utility and, correspondingly, behaviour 
in a society is simply the aggregate of such individual choices (Elster, 1989).

However, even if RCT can provideadequate explanation (Becker, 1957) and even predic-
tion in some very specific settings (e.g., criminal appeals decision-making: Songer et al., 1995), 
we know that it fails on both counts in many others. For example, Becker’s RCT-based argu-
ments for longer sentences as a means to reduce crime rates were simply not supported by the 
empirical evidence (Nagin, 2013). More nuanced approaches, including those of the other laure-
ates, would hold this is because, even at the behavioural level, criminals, like other humans, 
operate neither perfectly consistently nor perfectly rationally. In the AI context, this fundamental 
mismatch between the RCT model of homo economicus and actual humans strongly suggests 
that, if the rational actor paradigm continues to be pursued in AI R&D, the mere fact that the 
resulting artificial agents ‘act rationally’ – instead of ‘thinking humanly’ or at least ‘acting 
humanly’ – will generate just those conflicts of goals, values and beliefs that will create signifi-
cant risk over time for all humanity (Bostrom, 2014). Put another way, in the absence of effective 
goal constraint or other safety measures, more powerful rational agents could be inherently unsafe 
with, or for, humans.

A more subtle view was presented by Frederick Hayek, whose work is relevant in connec-
tion with uncertainty and AI. In rejecting notions of central economic planning in favour of market 
pricing as the key mechanism of economic coordination, Hayek highlighted what would today be 
called ‘incomplete information’ in terms of the scattering of knowledge among individuals and the 
importance of some contextually specific (local) knowledge over general knowledge (Hayek, 1945). 
He also accepted what would now be called ‘bounded rationality’, in that he rejected radical behav-
iourism and the import of natural sciences approaches into economics. He acknowledged 
complexity in society, and accepted the significance of customs, conventions and tacit knowledge 
(Oguz, 2010). This is linked to what was then a radical connectional model of brain/mind under 
which there is separation of the physical and the phenomenal aspects of sensation and perception 
with each classification also being an act of interpretation (Hayek, 1952). Connectional AI systems 
in the form of neural networks are now commonplace and Hayek’s philosophical contribution to the 
philosophy of AI in this area is increasingly recognised (Steele, 2002). Thus, remarkably to some 
perhaps, Hayek’s work is more situated in ‘thinking humanly’.

Although agreeing with Hayek on incomplete information and bounded rationality in gen-
eral terms, Simon developed a more formalised approach to the latter, replacing the notion of utility 
maximisation with satisficing (reaching an acceptable level set against aspiration) (Simon, 1957). 
Furthermore, although he accepted that market pricing was important, Simon felt this was limited 
to known or reasonably predictable pricing: where prices became unpredictable, other means for 
coordination and problem-solving were needed and these came from social identification within 
professional, ethnic and other groups. Significantly, Simon’s work on bounded rationality came 
from his own work within the AI field itself (Simon, 1996), but, unlike Hayek’s connectionism, was 
grounded in algorithmic AI. Nevertheless, for Simon, ‘acting humanly’ was important; this would 
explain his argument for states that are analogous to emotion in AI systems.

Finally, Kahneman examined cognitive biases and heuristics operating against standard 
assumptions of rationality in economics; for example, his and Tversky’s prospect theory (Kahneman 
and Tverksy, 1979) provided a model of decision making that envisaged losses hurting more than 
gains, and people giving high probabilities greater weight than low probabilities. Subsequent work 
in the psychology of risk (Kahneman et al., 1982), expertise and expert performance (Kahneman 
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and Klein, 2009), and his contribution to ‘nudge’ theory (Thaler and Sunstein, 2008, a significant 
(if somewhat controversial) governance instrument, are highly relevant and examples of the ‘acting 
humanly’ approach.

So, we see that the translation of mind into the AI engineering schema requires the engineer 
to confront the limits of rationality, to understand the extent to which the strength of that rationality 
is strengthened by its participation in social networks and, ultimately, to make choices about the 
very direction and purpose of the schema. Unfortunately, this requirement is seldom if ever met, on 
account of resource limitations, in-built distortions and biases of the translation process itself and 
the ongoing contest for dominance among schools of thought perceptively referred to by Domingos 
(2015) as ‘tribes’, summarised for convenience in Table 1.

The chess problem or the problem with chess? Models and measurement

From philosophies of mind, we turn next to chess. Chess provides a nice example of constructivism 
in action when it comes to the engineering of AI. At least until 1997 when Deep Blue beat interna-
tional grandmaster Garry Kasparov, chess was frequently cited by AI experts as the drosophila of 
AI research (Ensmenger, 2011). This is a reference to the common fruit fly, Drosophila mela-
nogaster, a so-called ‘model organism’ for biological research for over a century, including, most 
recently, genetics and developmental biology (Hales et al., 2015).

This section draws on personal experience of designing and coding a chess program. What 
does the ability of a machine tell us either about intelligence in general or the nature of human or 
machine intelligence more specifically? The answer may be very little and certainly very different 

Table 1.  The tribes of AI

Tribe Belief Problem Solution Tribal 
algorithm

Symbolists Intelligence = symbol 
manipulation

No matter how 
intelligent, can’t 
learn from scratch: 
seed knowledge 
needed

Identification of 
missing knowledge 
to allow deduction 
to go through and 
make as general as 
possible

Inverse deduction

Connectionists Learning = brain function: 
reverse engineer from 
neurons. Brain learns by 
adjusting strength of neural 
network connections

Errors can occur 
in neurons and 
propagate

Identification of 
neurons in error and 
changing

Backpropagation

Evolutionaries Natural selection = learning. 
Natural selection can be 
simulated

Learning structure 
can go awry and 
need complete 
readjustment

Mating and 
evolving programs 
to update learning 
structures

Genetic 
programming

Bayesians All learned knowledge 
= uncertain. Learning = 
uncertain inference

Dealing with 
noisy, incomplete 
and contradictory 
information

Apply probabilistic 
inference

Bayes’ theorem 
and variants

Analogizers Learning = recognising 
similarities between 
situations and inferring other 
similarities

Judging how similar Determining which 
experiences to 
remember and 
combining for new 
predictions

Support vector 
machines (SVM)
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from what some technovangelists might have us believe. Having been taught the basics of the mod-
ern standard game by my maternal grandfather during the 1970s, my first encounter with AI was 
through chess programs in the early 1980s. In 1982, I acquired my first computer, a £69.95 Sinclair 
ZX81. One of the reasons for its low cost was the miniscule 1024 bytes (1KB) of random-access 
memory (RAM) in the supplied system. Screen display data could consume up to 793 bytes and 
system variables another 125 bytes, meaning that, unless one could afford a separate RAM expan-
sion board, ZX81 programs had to be coded both compactly and efficiently, and written largely or 
wholly in Z80 microprocessor machine code (Baker, 1982).

Between December 1982 and February 1983, a three-part paper appeared in Your Computer 
in which David Horne provided listings for an all-machine code chess program that would run on 
the unexpanded ZX81. Although it was subject to a number of gameplay limitations (restricted start 
positions and no implementation of castling, promotion or en passant), Horne’s 1K ZX Chess oper-
ated in a mere 672 bytes. I attempted to write a smaller, better program but, after three months, had 
something subject to the same limitations, only marginally better in play and needing more RAM, 
leading to occasional ‘out of memory’ crashes. For the record, Horne’s code compactness record on 
ZX81 hardware was not surpassed until January 2015 (Ulanoff, 2015) and the 1K ZX81, the first 
program fully compliant with the rules of the international chess federation (FIDE), was not released 
until February 2016.

At the time, in common with many others (Rasskin-Gutman, 2009), I believed that the 
human ability to play chess required high intelligence in the (limited) sense of rational problem-
solving ability. On that basis, to the extent a computer could play chess at all, I considered it 
displayed some intelligence and, the better it played, the more intelligent it was. Furthermore, the 
compactness and efficiency of Horne’s code hinted at the spine-tingling possibility of great leaps in 
intelligence on better hardware. I was totally wrong, of course, because, at that time, I failed to 
appreciate the limitations of a narrow and mechanistic view of intelligence, both generally and in 
the specific context of chess. However, to understand better those limitations, we turn to chess 
among humans – h2h chess, for convenience.

H2h chess is dominated by males: as at the start of September 2020, the top 84 ranked FIDE 
chess players in the world all identify as men. In April 2015, when asked to comment on this sort of 
disparity, British grandmaster Nigel Short infamously asserted that:

[g]irls [sic] just don’t have the brains to play chess . . . [they] are hard-wired very differently. Why 
should . . . [men and women] function in the same way? I don’t have the slightest problem in 
acknowledging that my wife . . . possesses a much higher degree of emotional intelligence than I do. 
(Short quoted in Watson, 2015)

In response, Judit Polgár, a leading Hungarian player who had beaten Short on a number of occa-
sions, argued that, rather than some bogus lack of rational problem-solving capacity, the real issue 
was sexism in the game from junior entry onwards and the greater use by males of ‘psyching’ tac-
tics, including deliberately intimidating body language, also heavily influencing outcomes (cf. 
Rayman, 2015). Unsurprisingly, there was further evidence in support of Polgár’s argument, includ-
ing females being driven out of early development programmes by males (Galitis, 2002; Blanch, 
2016), statistically significant effects arising from the consequent massive reduction in the pool of 
female players (Bilalić et al., 2009) and experiments showing significant increases in measured 
performance when females played remotely against males (Backus et al., 2016).

Thus, h2h chess, especially at higher levels, makes rational intelligence a necessary but not 
sufficient condition to win and even then only with numerous caveats. Although intelligence (as 
indicated by IQ) is a reasonable predictor of chess-playing ability in novices (De Bruin et al., 2014), 
the number of practice hours and ability to recall positions and suitable moves from them (i.e., the 
development of a dynamic, in-memory playbook) become progressively much stronger predictors 
at each level beyond novice (Bilalić et al., 2009). This seems to link directly to the way humans 
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actually play chess: in order to play with limited resources within a possible ‘game space’ of a 
minimum 10^120 properly playable games (the so-called ‘Shannon number’, calculated by Claude 
Shannon, the information theory and AI pioneer: Shannon, 1950), human chess players appear to 
operate combined move search and evaluation, but at a relatively shallow depth, typically observed 
at fewer than ten half-moves (ply) ahead. However, the tight coupling of this search and evaluation 
to the developed playbook then allows conception of a broader range of alternative positions (around 
40 to 50 for a grand master) and pursuit of broader, dynamically changeable goals, including devel-
oping rearrangeable suites of moves towards an end game.

In contrast, the vast majority of modern chess engines go far deeper in a separated first 
search phase than humans do – as far out as 60 ply – and, treating the sets of possible moves as an 
inverted ‘tree’ to be searched, typically use an algorithm called ‘alpha-beta deep-first’ to ‘prune 
the tree branches’ in accordance with move comparison scoring. This exercise in computational 
brute force is typically followed by a distinct but similarly brutal evaluation of the remaining 
branches, starting from the summation of assigned piece values. Although most modern chess 
engines also use databases of openings and endings as a boost to performance, their operation is 
typically neither as dynamic nor as well-integrated in search and evaluation as the playbook of 
their human counterparts.

Even if we leave aside the non-rational intelligence aspects of h2h chess, it is clear that 
operations within most chess engines bear only the most superficial resemblance to the mental pro-
cesses humans utilise to play chess. This, in turn, leads to a fundamental point about many AI 
technological artefacts: whatever the historical intentions of such pioneers as Clause Shannon, 
modern AI does not emulate human intelligence. Instead, it typically and by default simulates some 
limited aspects of intelligent behaviour. Just as importantly, the chess example reveals that there are 
more forks in the road when it comes to the development of AI, forks that could lead to different 
kinds of problem-solving capacities, ones less reliant on computational brute force.

AI in social and economic races

Over the last few years, AI has become the focus of several heats within the context of a global AI 
race (Prakash, 2017; Walch, 2020). These race heats include those among various AI research 
groups (public and private), among corporations and among states. Starting in the Asia-Pacific 
region, for example, while always watching what the current race leader – the US – is doing and 
wondering what North Korea is up to (Lim, 2019), South Korea, China and Japan regard themselves 
as competitors in developing and implementing AI and allied technologies not only for commercial 
and civilian applications (Lo, 2017), but also for military and security ones (Jha, 2016). Likewise, 
in the US itself, moving beyond existing remote-piloted drones, plans for future battlefield and 
covert operations include humans and autonomous land, sea and air robots working side by side 
(Hambling, 2018). Next generation cybersecurity systems powered by more advanced AI technolo-
gies will provide not only enhanced defence and national security measures, but also offensive 
capabilities. From battlefield logistics and medical support to the next generation of pilotless planes, 
AI will be utilised (Zeimpekis et al., 2014). How to implement the laws of war in code (Tzafestas, 
2016), recognise surrender (Sparrow, 2015) and integrate machines into a human military command 
hierarchy are problems that arise – always with concerns of getting it wrong and losing control 
(Rasch et al., 2003).

However, states and governments are not interested only in military prowess or the national 
security aspects of AI. Realising the possible scientific, technological and economic gains that 
might be made or the losses that might accrue if others are ahead, massive public investment pro-
grams have started in Japan, South Korea and China. In addition to existing expenditure via 
university and corporate R&D schemes, in less than one year to September 2016, Japan committed 
some $US974 million on a ten-year AGI flagship project at its new Riken Center for advanced 
integrated intelligence (Demura, 2016. Within days of Google DeepMind’s AlphaGo system beating 
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South Korea’s top go player in March 2016, South Korea announced an additional public expend-
iture of $US890 million on AGI R&D, coupled with private contributions of another $US2.23 
billion up to 2020 (Basu, 2016). China’s initial response was to make AI a national priority, 
accounting for a significant portion of massively increased science and technology spending in the 
following five-year plan period (McClaughlin, 2016). In consequence, the US became increas-
ingly concerned about Chinese actions (Mazur and Markoff, 2017), and reprioritised AI R&D in 
February 2019 by executive order and subsequent funding arrangements;(White House Office of 
Science and Technology Policy, 2020). China, meanwhile, has long-since publicly stated its ambi-
tions to lead the world in AI (Jing, 2017).

The number of areas in which AI technologies already have civilian and commercial appli-
cations has expanded rapidly. Most obviously, there are developments in cancer diagnostics 
(Leachman and Merlino, 2017), portfolio management and insurance underwriting (McCurry, 
2017), financial news and sports reporting (Simonite, 2015), plus combined adaptive cruise control, 
lane changing and auto-navigation in cars (Condliffe, 2016 with fully autonomous vehicles to fol-
low from 2021. Having acquired a bad reputation for endless menu sequences and unusable 
querying, existing ‘smart’ systems are being replaced or upgraded. New AI-based telephone assis-
tants can provide fully contextualised advice and call placement, including responding to customer 
emotions detected by real-time analysis of pitch, tone and verbal content (Brewster, 2016).

AI-based trading platforms have already shown consistently better returns than their human 
counterparts. It is sobering to realise that, in 2000, Goldman Sachs employed some 600 equity trad-
ers on Wall Street while, by 2017, it employed just two (for regulatory sign-off purposes). Some 
200 AI system engineering jobs were created at the firm, significantly lower paid (Byrnes, 2017). 
Entire financial markets have disappeared into server farms, including the New York mercantile 
exchange (NYMEX), which, after reluctantly allowing its first electronic futures trade in late 2006, 
closed its entire trading floor in December 2016. Craig Weinstein, formerly a NYMEX pit trader 
earning over a million dollars annually, turned to selling golf green fertiliser in Arizona:

I’m down to probably my last 50 grand at this point . . . one guy put a gun to his head and killed 
himself. It’s pretty amazing what technology has done to that market. (Weinstein quoted in 
Meyer, 2016)

Few will be inclined to feel sympathy for Wall Street traders, but these sorts of figures and the fall 
of a powerful financial elite suggest there will be no smooth passage to jobs in other segments of 
the global economy. Even AI engineers should not feel safe; some types of AI software are already 
writing themselves (Simonite, 2017).

The corporate environment in which these changes have taken place is itself highly dynamic. 
Google, Apple, Facebook, Microsoft, IBM, Amazon and other large, well-established high technol-
ogy corporations began to compete with each other by providing an array of AI-based products and 
services (Markoff and Lohr, 2016). In voice query alone, there have been Google Voice Services, 
Siri, M, Cortana, Watson Voice and Echo. These big beasts also compete for graduates in computer 
science, maths and engineering, driving up salaries for AI and robotics talent to unprecedented lev-
els (Tilley, 2017). Meanwhile, they must monitor not only their peers, but also the AI SMEs and AI 
startups. The question is always whether the threatening and/or useful should be bought. DeepMind, 
the race leader in deep learning, was purchased by Google for over $US500 million despite being 
less than five years old (Gibbs, 2014). Meanwhile, China’s large high technology corporations, 
such as Baidu, Tencent and Alibaba, have founded and funded AI labs at levels comparable to their 
western counterparts, frequently luring talent away from them (Perez, 2017; Yang, 2017).

On occasion, as with China’s Ant Financial, competition has arisen from organic corporate 
evolution (Knight, 2017). More usual is a ‘dash for cash’. Although superficially autonomous vehi-
cles represent a natural development from ride-sharing, Uber’s involvement actually came about 
through a deliberate crash development program run by engineers previously employed by the 
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Alphabet driverless car unit, Waymo (Bhuiyan, 2017). Uber found itself embroiled in a lawsuit 
around misappropriation of trade secrets by its lead project engineer, a person previously employed 
by Waymo and later convicted in trade secrets criminal proceedings (Korosec and Harris, 2020). Yet, 
alongside the competition, there can be cooperation: standards setting and research into machine eth-
ics are being conducted jointly by some of the larger US corporations (Horvitz and Suleyman, 2016) 
while initiatives to create open source AI tools and safety protocols have been started (e.g. Open AI).

Universities and public research institutes in the UK, US, Canada and the EU find them-
selves hard-pressed. Although their sponsors – public and private – frequently offer extra funding, 
these institutions complain that their brightest and best graduates go straight to industry (Kunze, 
2019). Many senior academics also engage in significant consulting or corporate activity (Economist, 
2016). AI scientists and engineers in public institutions want at least peer recognition; but fame and 
fortune beckon for many young PhD graduates lured directly into industry. By 2016, Chinese uni-
versities and research institutes had caught up with their US counterparts in terms of AI papers 
presented at top-ranked conferences and papers on deep learning in top-ranked journals (Fung, 
2016). The international association for the advancement of AI annual conference for 2017 had to 
be rescheduled at the last minute because it clashed with Chinese new year and over 40% of papers 
submitted were from authors based in China (Zhang, 2017).

What can be learnt from following the money? Certainly, large US-based corporations have 
ramped up spending on AI and related projects relative to other areas of their business over the last 
few years. In 2015/2016, the Alphabet group alone was spending in excess of $US3.5 billion in 
speculative R&D, much of it on AI and related areas (Popper, 2016). IBM has invested heavily in 
its Watson division, covering not only the natural language query system that made its initial repu-
tation by beating human players at jeopardy! but a whole raft of so-called ‘cognitive’ services and 
tools from speech-to-text through to data analytics for large corpora of unstructured data (Waters, 
2016b). When faced with real-world challenges in healthcare – in particular, oncology (Strickland, 
2019) – some Watson services proved to be less robust and cost-efficient than hoped. However, 
there have been corporate successes elsewhere: IBM’s TrueNorth neuroprocessors – microproces-
sors closely modelled on human brain synaptics – have been acquired for work on next generation 
drone development by the USAF under the Blue Raven program (Wolfe, 2020). Meanwhile, 
Microsoft, Facebook and Google have established several research groups, some (semi-) secret for 
a variety of commercial, military and national security reasons, and have been spending large sums 
(Bright, 2016; Levy, 2017). Having acquired the Nervana start-up for $US400 million in 2016, Intel 
internally reorganized itself to create a whole new artificial intelligence products group headed by 
Nervana’s former CEO (Moorhead, 2017).

Perhaps more interesting, though, is what has happened with international corporate invest-
ments and international venture capital (VC) flows. Although military and diplomatic tensions 
between China and the US began to rise significantly after 2014 with hacking allegations and the 
South China Sea disputes (Smith, 2017), the offshore arms of American VC funds remained among 
the largest suppliers of AI foreign investment into mainland China (Soo, 2017). Conversely, out of 
a national overseas technology spend by China in excess of $US225 billion during 2016, Chinese 
companies invested an estimated $US12.4 billion in the period January 2015 to September 2016 in 
Silicon Valley startups alone, frequently focusing on AI and robotic systems with military and secu-
rity applications (Mazur and Perlez, 2017). Yet, with all the subsequent high technology foreign 
investment curbs, forced divestments (Liao, 2020), product/service bans (Ruehl, 2020), pressure 
from military and national security organisations (Dumont, 2019) and other actions or threats (Dent, 
2020), the Sino-US AI VC pipelines still operate (Fannin, 2020) and the larger companies in each 
country still retain significant established connections with their counterparts. These include Google 
and Microsoft Labs in Beijing, and Baidu Labs in Silicon Valley and Seattle. VC and related capital 
flow tracing also reveals other items of interest: for example, a country that seldom registered on 
the radar of AI news reporting – Israel – contains some of the most significant AI R&D hubs and 
has become one of the largest recipients of international AI VC funding (Behar, 2016; Zeff, 2016).
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Despite occasional fears in some quarters of yet another AI hype-bubble-burst and a subse-
quent ‘winter’, the bandwagon of AI research, development and commercialisation has shown little 
signs of slowing. On the supply side, even established technology companies have seen AI and 
robotics as the next growth areas as what were previously profitable specializations in hardware, 
software or services become fully commoditised or obsolete (Inagaki, 2016; Dwoskin, 2017). On 
the demand side, corporate adopters of AI and robotics see the possibilities for slashing costs, 
greater efficiencies and beating competitors at a time when, at least in developed economies, an 
ageing workforce, stagnant productivity and declining returns from previous rounds of ICT innova-
tion (Adler, 2017) might have proved insuperable barriers.

Taken together, the various AI race heats all contribute to an immensely potent and unstable 
technological dash with combined aspects of the space race, the arms race and the gold rush, a hur-
dles event with high stakes and the possibility of injury for participants. It must be remembered, 
though, that the word ‘participants’, here, potentially includes nearly all inhabitants of developed, 
and many inhabitants of developing, countries; at the very least, we can already see that consumers 
of social media services are already living inside a series of worldwide social experiments with de 
minimis substantive controls or ethics protocols.

The risks of AI reconsidered

For present purposes, let us treat risk simply and basically as ‘the possibility of a negative outcome’ 
(Brunschot and Kennedy, 2008) and ‘governance’ as ‘the management of the course of events inside 
asocial system’ (Burris et al., 2005). Derivatively, then, risk governance becomes management of 
the course of events pertaining to risk within a social system. Given what has been shown above, 
what does risk governance involve in the AI context?

The one aspect of risk most commonly considered in relation to AI is existential risk envis-
aging a possible future in which one or more AI systems end up destroying humankind.In the 
popular press, this is portrayed as the uprising of the machines leading to a doomsday scenario 
(Madrigal, 2015). Discussion of this existential risk is sometimes linked to the notion of the AI 
singularity (Good, 1962), the hyper-acceleration of AI development via recursive system self-
improvement to artificial super-intelligence (Bostrom, 2014) and beyond, something which may 
lead to the end of humanity in a metaphorical sense (i.e. a transhuman, posthuman or an h+ future) 
if not extinction (Fukuyama, 2003; Roden, 2015).

Existential risk here might be thought of as a special case of systemic risk, risk arising 
across one or more networks (Gatfaoui, 2007). It includes what is often now called ‘jobs risk’, the 
possibility of high-level mass unemployment and resultant civil unrest and poverty caused by a ris-
ing tide of automation. In this situation, multiple categories of occupations previously immune to 
automation using classical software are eliminated through the introduction of new AI-based sys-
tems, something envisaged as happening on a widening and accelerating basis (Frey and Osborne, 
2015). This type of risk is something which has been discussed both by AI experts (Lanier, 2014a) 
and by economists over the last half-decade, with the latter much divided on the underlying issue of 
the scope and timing of job replacement and the consequences in terms of frictional or even struc-
tural unemployment (Ford, 2015; Autor, 2015; Gordon, 2016). Other types of systemic risk include 
loss of privacy, cyber insecurity, unconstrained government or corporate surveillance and deploy-
ment of weaponised AI systems (Palmås, 2011; Cordeschi, 2013; Guitton, 2015; Power, 2016; 
Vincent, 2017).

Although some of these risks may arise only in the medium to long term, we already have 
non-trivial problems with ANI products and services and/or the technical means by which they are 
commonly delivered: cloud server systems delivering AI as a service over the internet (Waters, 
2016a). Consider Microsoft’s early experience with its experimental Tay chatbot in March 2016 
and Google’s experience with its photo tagging system in July 2015. Thanks to its inbuilt system for 
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relating and weighting conversation topics on Twitter, Tay could expand its range of conversation 
to things trending and popular among its intended user base (those aged 18 to 24). As a result of 
conversational trolling by malevolent users, Tay was tweeting within hours that Hitler was right and 
9/11 was an inside job. Microsoft had to take the system offline because of the offence caused 
(Alba, 2016) and later replaced it with a filtered successor, Zo (Foley, 2016). In Google’s case, the 
photo tagging system, based on mapping various values for features within facial images, including 
skin tone, began tagging photographs of a computer programmer and his girlfriend, both black, as 
gorillas. Again, offence was caused and the system had to be taken offline. This time, however, it 
was subsequently recoded and retrained (Grush, 2015).

In the first case, the underlying cause of the problem was the implicit assumption of 
Microsoft engineers that users would wish to engage with Tay in a curious and benevolent way; 
hence the lack of input and output filters (Metz, 2016). In essence, the engineers’ way of thinking 
about the design, development and use of Tay created a risk that subsequently crystallized into a 
social problem (Dewey, 2016). With Google’s photo tagging, the technical issue was a training 
dataset that did not adequately sample black people. However, given that reports of racism in the 
datasets of various smart systems had been circulating for five years before that (Rose, 2010), 
Google engineers might have considered dataset testing and validation against not just technical but 
also social standards. The obvious lessons have not been learnt: despite much discussion of engi-
neering bias and algorithmic bias over the last five years (e.g. Weber, 2019) and the development 
of many de-biasing tools/protocols, Twitter has recently replicated Google’s photo tagging mistake 
(Hern, 2020).

Consider also the network(ed) effects of even current-day AI systems. A typical AI prod-
uct of the 1980s and early 1990s – for example, an expert system (Jackson, 1998) – would normally 
be delivered as a software package to be used by a relatively specialist and defined user base 
within a specific organization and computer system, typically over a local area network (Fong and 
Lai, 1994). By default, then, that product was targeted and isolated in both technical and social 
aspects; this, in turn, containerized risk. By contrast, today, whether they realize it or not, Internet 
users already interact with many AI-based services, not only in the technical sense of those ser-
vices carrying out their web searches, running voice queries and performing translations, but also 
in a social sense, their conversations mediated, curated and, increasingly, part-generated by 
machine (Segarra, 2017).

Yet, machines already acting in, perhaps even dominating, the social system does not seem 
to be a matter of much concern. In a strangely distorted echo of Donna Haraway’s classic, Cyborg 
Manifesto (Haraway, 1991), Elon Musk, the Tesla and SpaceX billionaire, argues:

We’re already cyborgs . . . [y]our phone and your computer are extensions of you, but the interface 
is through finger movements or speech, which are very slow. (Musk as quoted in Ricker, 2016)

Musk later went on to say that, for humans to avoid being supplanted by machines, they should 
merge with them. Thus, in addition to co-founding Open AI, Musk is investing heavily in implanted 
brain-computer interface devices; initially for use in neural prosthetics, he has predicted such 
devices will eventually become a commonplace means of communicating with computers and 
with other humans so ‘meshed’ (Economist, 2017). Who (or what) has access to or controls the 
mesh is critical. Even so, some technovangelists seem unwilling or unable to grasp the risks of 
audio-visual streams being pumped directly into the human brain, seeing only the potential bene-
fits (Terry, 2017).

Again, even if meshing does not happen, AI is already appearing in improvements to exist-
ing prostheses: consider, for example, a digital hearing aid design that includes a neural network 
trained to discriminate speech and music from ambient noise, and selectively boost relevant fre-
quency bands (Wang, 2016). The designers talk of commercial versions relying on larger neural 
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networks running remotely on cloud servers and piping data via Bluetooth systems embedded in 
mobile phones. Even leaving aside proximate issues of cloud service reliability and more distant 
issues of cyborgification, what of the security of audio data held in the cloud? What are the security 
risks in relation to hacker-driven misinformation (e.g. a replacement false audio stream being piped 
through)? What are the risks of cyber-physical attack (e.g. emission of loud noise to distract the 
wearer or even render her unconscious)?

We have already seen the seductiveness of rationality as one of those ‘fragments of phi-
losophy, no matter how naïve’ (McCarthy, 1988) that underpin AI. Beyond that, however, 
uber-rationality is now the order of the day in many technical circles (Ryseron, 2017) and here the 
danger is that AI technology research nodes will slide well beyond merely technical use of rational-
ity (i.e. use to ensure problem tractability, system testability or goal achievement). Instead, whether 
by indirect means (e.g. interaction with, and manipulation of, the social by such ANI systems as 
Siri, Cortana and Echo) or by more direct means, such research nodes will through rationality 
research agendas seek to implement highly controversial (political) agendas.

Indeed, for at least the short to medium term, the more realistic threat of AI is not  
the narrow engineering failure (the accidental detonation) or the machine doomsday scenario,  
but rather its use by human actors as a means of achieving political ends. For example, techno-
libertarianism emphasizes business over regulation, the individual over the state and technology 
over everything (Borsook, 2000). For techno-libertarians, including not just those in the Silicon 
Valley elite but also many up-and-coming AI researchers, social and cultural conventions are to 
be overturned or bypassed if they clash with rational thinking and outcomes; they are simply 
impediments to human progress. For uber-rationalists and transhumanists, AI both allows and 
promotes a misguided perception of their ability to handle (and eliminate) complexity, a confi-
dence in being able to work towards the far or deep future in a way that others cannot. Consider 
whether you would be willing to develop ‘macrostrategy’ to take the entire human race towards 
a transhuman future? This is the kind of uber-ness that may lead to transhumanism being ‘the 
most dangerous idea’ (Fukuyama, 2004).

Once again we return to the basic point that the social is at least as important as the techni-
cal in considering AI and other technology; in claiming this, for present purposes, a simple thought 
experiment (after Weisman, 2008) will suffice. Imagine that, as you finish reading this sentence, 
every single human being on the planet simultaneously disappears. What then happens to the tech-
nological artefacts left behind? What would be their function, their purpose? How long before they 
would explode, disintegrate or otherwise cease to be? So it is that, at least for the present, machines 
depend on humans for their existence and they are fashioned in accordance with human goals, val-
ues and beliefs.

Although our machines are not yet self-reproducing, self-improving, self-maintaining 
agents in their own right, it can be argued that they already have a limited form of hybrid agency 
(cf. Knappet and Malafouris, 2008). This combines their (currently) weak innate causative capacity 
with the (currently) much stronger projection of the goals, values and beliefs of their designers and 
builders. The consequence is that, even if it could be plausibly argued that technology is not sub-
stantially socially deterministic, AI systems and other machines nevertheless massively influence 
the social as network amplifiers, including amplifiers of risk arising from their underlying human 
design (Caruana, 2017). In any event, there is certainly a growing degree of dependence on our side. 
Consider the reverse of our first thought experiment: how many humans would survive if every 
single technological artefact were to disappear immediately after you read this sentence?

When considered from this broader perspective, it becomes clear that the AI project has 
never really gone away (AI winters notwithstanding) and that it can never disappear completely. 
Indeed, taken to its very broadest perspective, it can be argued that the project has existed from 
the start of recorded history and encompasses all efforts to systematize rational aspects of human 
thought within themselves (Drucker, 1991; Gabbay and Woods, 2004), to externalize such  



Gary R Lea335

systems (Dowlen, 2009) and, conversely, to make individuals and societies more mechanical in 
their operation (Melton, 1988). It then becomes both plausible and necessary to talk about the 
history of machines of the intellect (Maftei, 2013), society as machine (Rigney, 2001), socio-
cybernetics (Geyer, 2002) and so forth.

The corollary of all the above is that the ostensible difference between this time around and 
previous AI summers is more relative – for example, the visibility and direction of development and 
implementation – than absolute. These differences arise from changes in the scope and nature of 
funding, picking the low-hanging fruit under the rubric of ANI and better management of public 
expectations by AI promoters – all aided and abetted by the confluence of increasingly commod-
itized material means (e.g. cheaper, better, fully networked hardware) with increasingly commodified 
knowledge (Drahos, 2020).

Conclusion

AI technology has, like other technologies, dual aspects of the artefactual (e.g. scientific concep-
tion, engineering conception, physical/virtualised manifestation, etc.) and the social. Does the arte-
factual part (the technical) act as a distraction, possibly even a dangerous distraction? We need to 
look directly and in a prolonged way at the social side, for unless and until AGI is developed, it is 
not (and will not be) the machines that are the problem. It is (and will be) us, including (but not 
limited to) AI experts.

We have seen that artificial narrow intelligence operates competently (sometimes above 
human competence), but within relatively narrow, specific domains. For example, although rely-
ing in a general sense on the ability to search and evaluate moves in a large search space, Google 
DeepMind’s AlphaGo could not switch from go to chess without major repurposing and repro-
gramming. Moreover, ANI has weak agency. True, it acts in a causal fashion, but never on its own 
behalf, only in accordance with the designs and instructions of humans. Even its mistakes are 
actually the mistakes of others. Given these and other limitations (e.g. common use of brute force 
solutions, and the commonplace inability to cross-apply solutions between domains), the artefac-
tual side of AI technology is frequently a red herring (see Lanier, 2014b). Behind all the 
architecture, design, algorithms, coding, training and testing, AI is still in substance little more 
than what we do to each other. This will hold true for future, more powerful ANI systems and, 
even in the case of AGI (if it is ever achieved), for at least the first such system (noting this may 
be a singleton and thus the last).

Distraction by the artefactual can be self-imposed and we often fish for red herrings. In part, 
this is because even if we are repelled or frightened by AI technology, we can still be fascinated by 
it, whether under the rubric of fiction (e.g. HAL9000 in 2001, Colossus in The Forbin Project, The 
Terminator) or fact (e.g. the popular press coverage of Deep Blue, AlphaGo, Google’s self-driving 
car, etc.). Beyond that, however, there are many deliberate, instrumental uses made of such artefacts 
as distraction, including manipulation of the popular attribution of superior intelligence to Deep 
Blue and, latterly, AlphaGo. Clearly, both systems actually have less (narrower) intelligence than 
almost all living humans and yet they are frequently portrayed as so much more.

In the case of Deep Blue, why choose chess as a public demonstration in 1997? True, 
chess as part of AI research had a respectable academic pedigree at least as far back as Shannon 
and it was feasible to frame an answer in terms of tractability of problem and testability of solu-
tion. However, on closer inspection, these justifications start to fray. The ability to play chess is 
simply not an axiomatic indicator of high intelligence, something already recognized in 1997. 
More fundamentally, playing chess was, as Claude Shannon himself recognized, a trivial applica-
tion (a ‘toy problem’ in modern ICT jargon), having no particular significant social, economic or 
other benefit. In effect, IBM engineers capitalized on popular belief by creating Deep Blue as an 
exercise in public relations. The narrative exploited was that because the machine won at a game 
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that was (erroneously) believed by the public to epitomize high human intelligence, ergo it must 
have been smarter than a very smart human.

AlphaGo, the go-playing AI system, falls into the same category. Although technically far 
more sophisticated than Deep Blue (including far more sophisticated techniques used to deal with a 
much larger game space), AlphaGo (a) solved what was nevertheless a trivial application in 
Shannon’s terms and (b) still did so in a way that a human would not (indeed, could not) have done. 
The stock reply to this from the AI R&D community would be that AI technology does not, and 
should not, necessarily have to emulate, or even simulate, the human. If we are serious about risk 
governance, this takes us back to the following problem: if systems are not able to accommodate the 
range of rational and emotive dimensions of our diverse social natures, there will be a clash of 
goals, values and beliefs that Stuart Russell identified as creating ‘Russell risk’ (Bohannon, 2015). 
At this point in time, we are forced back to reliance on technical solutions framed in narrow techni-
cal terms of AI safety and ethics by AI experts. This raises questions of expert over-optimism on 
solvability of these problems, as well as issues around the substantive technical efficacy (or other-
wise) of proposed solutions. There is also a potentially deeper problem; it could be that a significant 
number of solutions are being designed and implemented by expert AI research nodes and networks 
with (political) mentalities and ideologies, and that these solutions are often difficult to distinguish 
from the designs of the very same Russell-risk AI systems they are seeking to control.
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