
It is surprising that philosophers of technology are not mentioned at all in this book. The
concept of creative destruction is focused on the relationship between new technologies and
society, but political leaders, entrepreneurs, and even scientists are not trained to analyse such
relationships. Philosophers of technology are. The importance of analysing new controversies over
technologies should not be underestimated. The author has analysed all nine case studies and
clearly knows a lot about society and technology, but still I do not agree with his view on self-
driving cars. The author uses the self-driving car as an example of his claim that perceptions are
formed based on what people fear, not on actual risks. He argues that self-driving cars are safer
than human-driven cars, and so, he claims, laws that require a licensed driver in a self-driving car
able to intervene when necessary are laws created for economic and not safety concerns (p. 295).
However, even though self-driving carsmay be safer than human-driven cars, self-driving cars still
need to be developed further if they are to function properly. Because their software can become
‘confused’, it is still safer to have a human watching over what the car is doing and able to
intervene if the car behaves strangely (Bundy, 2017, p. 41).

Philosophers of technology are equipped to analyse the relationship between new tech-
nologies and society. They can increase the benefits of this approach, and they can also learn
from it. There is one group of philosophers of technology whose way of analysing technol-
ogies is compatible with that in this book. These are the philosophers of the ‘empirical turn’.
At the turn of the century, a shift in focus took place among several philosophers of
technology – the empirical turn. The aim of this turn is to understand technologies by
describing them. Many of these philosophers are also focused on trying to understand
technologies in their social context (Achterhuis, 2001, pp. 6–8).

So, in both the approach of this book and that of the philosophers of the empirical turn,
descriptions of technologies are used in order to understand them. However, the way that
technologies are described in this book is much more comprehensive than the descriptions in
the philosophy of technology. Philosophers of the empirical turn are often focused on the
interaction between technologies and various social groups. But Jumamakes clear how important
it is to distinguish the various arguments of the various groups and their underlying motives in
order to understand what is really happening when people are worried about a new technology.
Taking this additional step will help these philosophers to improve their comprehension of the
controversies.

Next to political leaders and entrepreneurs, who are addressed directly, I recommend this book
to anyone interested in controversies over technologies and in the relationship between society
and technology in general. The first chapter might be a bit difficult for a non-academic public, but
Chapter 11 is much easier to follow. Read Chapter 11 before reading the case studies.
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Will robots take your job?, by N. M. de S. Cameron, Cambridge, Polity, 2016, 121
pp., $12.95 (paperback), ISBN: 978-1-50950-956-0

Human nature finds the threat of robots taking our jobs strikes deeply disturbing. As a
young scholar, I enjoyed reading stories about the mythical Ned Ludd; I have a neighbour,
who is seriously concerned that a dishwasher somehow makes her housework redundant.
However, the prospect is also very much of the moment: we are being flooded by literature
ranging from disaster Luddite scenarios to blind techno-optimism. Admittedly, I am guilty
for adding one more book to the torrent. Inspired by the diversity of the existing literature
and emerging ‘gaps in theory’, I set out to edit a book on education and technological
unemployment with my colleagues Michael Peters and Alex Means (Peters et al., 2019).
Reviewing more than 20 chapters for our book provided a pretty good grasp of current
literature related to technical unemployment. It is within this spectrum of literature, that
Nigel Cameron’s Will Robots Take Your Job? seeks its own space and offers its own
contribution.

In the Introduction, Cameron warns readers that it is ‘time to stop being naïve’. Using a
mash-up of well-known sources, he makes the case that the risk of the collapse of the full-
employment norm is hard to estimate, but real and threatening. Looking at lack of coherent
policy response, Cameron offers an interesting solution: ‘What they need is to synthesize
these divergent possibilities into a single approach that is focused on risk.’ Cameron
proceeds to assess the advance of machine intelligence into the workplace. He looks at
various sectors: transportation industry, legal, financial, computer services and manage-
ment, education, elder care and nursing, psychology and psychiatry. Each of these sections
are backed by sound literature review and ‘usual suspect’ authors, such as Summers,
Schumpeter, Susskind and Susskind, Frey and Osborne, with a touch of Norbert Weiner.
Though the sections are far too short to provide new insights into each field, taken together,
they provide an interesting overview by allowing readers to draw connections and notice
similarities across a wide range of occupations.

The next section examines some important Luddite arguments. While the author is not a
Luddite himself, he does take these arguments seriously. I find this particularly refreshing,
and for at least two reasons. First, though Luddism is not the best way forward, Luddite
arguments do make important contributions to the debate. Second, the main project of
Cameron’s book – developing social consensus on technological unemployment – can
succeed only through dialogue with all involved parties. Here, Cameron’s work shows a
combination of theoretical nuance and political wisdom, all too rare in the mainstream
literature.

The next section, ‘Welcome to the Rust Belt’, examines existing and forthcoming land-
scapes of unemployment and future sources of employment. Taken together, these analyses
do not predict a particularly bright future for human work, so Cameron starts to build the
case towards a disruption consensus. Again, somewhat predictably, he concludes: ‘The
responsible thing is to plan for all outcomes that are seriously possible.’ This conclusion,
argues Cameron, is a possible way for building consensus. In the following section, ‘Building
Consensus and Getting Prepared’, Cameron sets out to build this consensus through a series
of preparations. We need to prepare the public, and leaders need to frame the discussion; we
need to prepare the government, and efficiently manage the transition; we need to take
alternatives (such as universal basic income) seriously; we need to prepare the workforce
through novel and innovative forms of education; and we need to prepare ourselves,
embrace the challenge of technology, and find ways of employing technology in the service
of humanity.
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Will Robots Take Your Job? is very well researched, yet short and succinct. It presents a
wide range of arguments and provides a grand view of problems of technological unem-
ployment. I strongly recommend the book to anyone who wants to learn more about the
topic quickly, and to read about the main theories in the field without looking at (too many)
primary sources. When it comes to solutions, however, Cameron is much more cautious.
While some people may argue that we need more radical, or more straightforward,
strategies and action plans, Cameron’s approach is in line with an important point made
by Brian Sudlow: ‘nobody is quite sure what a world increasingly run by artificial intelli-
gence will actually look like, or indeed how fast that world could evolve into something else
entirely different’ (Sudlow, 2018).

This is why Will Robots Take Your Job? is refreshing and relevant. From his experience as
a technology writer and think-tank director, Cameron makes an important point that we
need to build (social) consensus before we start acting. This does not indicate lack of vision;
rather, it signals a democratic and open-minded view of the future. In line with this view,
the book starts with a warning: ‘A short book on a complex and controversial topic is a
rather dangerous thing to write.’ The author continues: ‘the questions addressed here, at the
meeting point of science, technology, and society, are questions for all of us’. In my opinion,
this sentence is the key to the reading of Cameron’s book because the chosen format –
succinct, wide, and well researched – is an appropriate base point for reaching consensus.
Cameron has managed to position his work in the wide spectrum of literature on techno-
logical unemployment as a succinct, powerful call to democratic action. Within a rapidly
growing body of literature where authors develop this or that imaginary future to their own
liking, this modest but hugely important volume should be taken very seriously.
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Media anthropology for the digital age, by Anna Cristina Pertierra, Cambridge,
Polity, 2018, 177 pp, $US22.95 (paperback), ISBN: 978-1-50950-844-0

Almost 25 years ago, Spitulnik (1993, p.293) wrote: ‘There is yet no anthropology of mass
media. Even the intersection of anthropology and mass media appears rather small con-
sidering the published literature to date’. Her skepticism echoes in the terminolgy used by
Latham (2012), ‘this emerging sub-sub-subdiscipline’. On the other hand, Askew (2002,
p.12) claims: ‘Media anthropology, the brainchild of Mead, Bateson, and Powdermaker, has
finally come into its own.’ Postill (2009, p.334) shows the same enthusiasm: ‘After long
decades of neglect, the anthropological study of media is now booming.’ And so does Bird
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